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Abstract. Discrete wavelet transform (DWT) can be used 
in various applications, such as image compression and 
coding. In this paper we examine how DWT can be used in 
image interpolation. Afterwards proposed method is com-
pared with two other traditional interpolation methods. 
For the case of magnified image achieved by interpolation, 
original image is unknown and there is no perfect way to 
judge the magnification quality. Common approach is to 
start with an original image, generate a lower resolution 
version of original image by downscaling, and then use 
different interpolation methods to magnify low resolution 
image. After that original and magnified images are com-
pared to evaluate difference between them using different 
picture quality measures. Our results show that compari-
son of image interpolation methods depends on down-
scaling technique, image contents and quality metric. For 
fair comparison all these parameters need to be 
considered. 
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1. Introduction 
Image interpolation is a model-based recovery of 

continuous data from discrete data within a known range of 
abscissa [1]. Image interpolation is a key aspect of digital 
image processing and it is used in other, more complex 
image processing techniques such as translation, scaling, 
rotation etc., in which we need to determine values of new, 
interpolated pixels (picture elements) which do not exist in 
the original picture. Interpolated pixels are computed as a 
linear combination of weighted functions (interpolation 
kernel) and known picture samples. 

Image interpolation methods are as old as computer 
graphics and image processing. In the early years, simple 
algorithms, such as nearest neighbor or linear interpolation, 
were used for resampling. As a result of information theory 
  

introduced by Shannon in the late 1940's, the sinc function 
was accepted as the interpolation function of choice. How-
ever, this ideal interpolator has an infinite impulse response 
(IIR) and is not suitable for local interpolation with finite 
impulse response (FIR). From the mathematical point of 
view, Taylor or Lagrange polynomials have been sug-
gested to approximate the sinc function [2]. This is docu-
mented in most textbooks on numerical analysis [3]. 
Thereafter, due to their numerical efficiency, different 
families of spline functions have been used instead. A great 
variety of methods with confusing naming can be found in 
the literature of the 1970's and 1980's. B-splines sometimes 
are referred to as cubic splines [4], while cubic interpola-
tion is also known as cubic convolution [5], [6], high-
resolution spline interpolation [7], and bi-cubic spline 
interpolation [8], [9]. In 1983, Parker, Kenyon, and Troxel 
published the first paper entitled "Comparison of Interpo-
lation Methods" [7], followed by a similar study presented 
by Maeland in 1988 [6]. However, previous work of Hou 
and Andrews, as well as that of Keys, also compare global 
and local interpolation methods ([4] and [5], respectively). 
Parker et al. pointed out that, at the expense of some in-
crease in computational complexity, the quality of resam-
pled images can be improved using cubic interpolation 
when compared to nearest neighbor, linear, or B-spline 
interpolation. However, to avoid further perpetuation of 
misconceptions, which have appeared repeatedly in the 
literature, it might be better to refer to their B-spline tech-
nique as B-spline approximation instead of interpolation. 
Maeland named the correct (natural) spline interpolation as 
B-spline interpolation and found this technique to be supe-
rior to cubic interpolation [6]. In more recent reports, fast 
algorithms for B-spline interpolation [10] and special geo-
metric transforms [8], [9] have been published. In 1996, 
Appledorn presented a new approach to the interpolation of 
sampled data [11]. His interpolation functions are gener-
ated from a linear sum of a Gaussian function and their 
even derivatives. Contrary to complex interpolation fami-
lies causing a high amount of computation, the use of 
quadratic polynomials on small regions was recommended 
by Dodgson in 1997 [12]. It can reduce the computation 
time of cubic kernels to 60% by the use of quadratic func-
tions yielding similar quality. 
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In the 1990s, wavelet transforms were successfully 
used in many fields in image processing due to the two 
main properties of wavelets: admissibility and regularity 
conditions [13]. There have been some attempts to inter-
polate images in the wavelet domain. Image interpolation 
could be studied using wavelet multiresolution analysis 
(MRA) framework. In MRA, a high-resolution image can 
be decomposed into a low-resolution image (also called 
approximation coefficients) and three wavelet detail 
images with horizontal, vertical and diagonal edge infor-
mation at each scale. For image enlargement, the given 
image is considered to be the low-resolution image of a 
larger image. The principal objective is to predict the high-
resolution image details, i.e. horizontal, vertical and diago-
nal coefficients. Some approaches were proposed for the 
prediction. For examples, Chang and Carey et al. [14], [15] 
proposed methods using Mallat's wavelet transform 
modulus maxima theory [16]; Huang and Chang's approach 
[17] uses multilayer perceptron (MLP) from neural net-
works; Kinebuchi et al. [18] use Hidden Markov Trees 
(HMT) to predict the coefficients at finer scales. However, 
the method based on the HMT requires a computationally 
exhaustive training procedure to estimate the parameters. 
The HMT-based methods have been further developed not 
to require any training data set [19]. Zhu et al. [20] propose 
a statistical estimation scheme. Wavelet-based image inter-
polation approaches perform well in the non-edge areas 
because of the excellent approximation ability of wavelet 
transform [21]. In [22] the method proposed in [23] was 
treated in detail. The proposed method attempts to capture 
and preserve sharp variations by characterizing edge points 
using wavelets. 

In this paper we propose simple algorithm for image 
interpolation based on DWT. We compute interpolated 
picture using resolution transformation, first downscaling 
and then upscaling. Afterwards original and interpolated 
picture, which are of the same sizes, are compared using 
different picture quality measures. It will be shown how 
the process of achieving lower resolution image, using 
different interpolation methods, affects picture quality. The 
paper is organized as follows: section 2 describes short 
outline of wavelet decomposition and reconstruction. In 
section 3 different methods for image interpolation and 
image quality measures used in this paper are explained. In 
section 4 picture quality results for different downscaling 
and upscaling techniques are compared and presented. 
Section 5 draws the conclusion. 

2. Discrete Wavelet Transform 
Discrete wavelet transform (DWT) refers to wavelet 

transforms for which the wavelets are discretely sampled. 
This can be done with multiresolution analysis [13]. 

Multiresolution analysis allows us to decompose a 
signal into approximations and details. These coefficients 

can be computed using various bank filters such as 
Daubechies, Coiflets or biorthogonal filters [24-27]. 

Suppose we have one dimensional input signal x(t). It 
can be decomposed into approximation and detail coeffi-
cients of the first level. Then we can also decompose ap-
proximation coefficients at the first level further into 
approximation and detail coefficients at the second level. 
This can be expressed: 

∑ ∑∑ −− +==
k k

kjkj
k

kj tkcDtkcAtkcAtx )()()()()()()( ,11,11,0 ωφφ
 (1) 

where cA0 are approximation coefficients at scale index j, 
cA1 approximation coefficients and cD1 detail coefficients 
at scale index j-1 (analysis). φj,k(t) and ωj,k(t) are wavelet 
bases. These bases are used to decompose input signal. 
Because wavelets and scales at each index level are 
orthogonal, it can be shown [13] that coefficients cA1 and 
cD1 can be expressed as: 
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Expressions (2) look like convolution, but there is a down-
sampling involved (by factor 2). h0 and h1 are accordingly 
scaling and wavelet filters. The decomposition of a signal 
into an approximation and a detail can be reversed. Similar 
expressions like (2) can be used, but we have to use up-
sampling and quadrature mirror filters (QMF filters). 

In image transform, we have 2 dimensions. Thus, we 
need to extend our analysis of decomposition and recon-
struction in two dimensions. We may do decomposition 
with separable wavelet transform, which is in fact one 
dimensional convolution with subsampling by factor 2 
along the rows and columns of image. Reconstruction is 
done reversely. This means upsampling by 2 and then con-
volution along the rows and columns. Decomposition and 
reconstruction at level j are shown in Fig. 1. 
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Fig. 1. Wavelet decomposition and reconstruction. 

In Fig. 1 L is lowpass analysis filter (from scaling func-
tion), H highpass analysis filter (from wavelet function), L' 
and H' lowpass and highpass reconstruction filters, a ap-
proximation coefficients, d detail coefficients and ↓2 and 
↑2 downsampling and upsampling by factor 2. 
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Our research shows that reconstruction filter (mirror 
lowpass filter) can be used for image magnification and 
analysis filter (lowpass filter) for image minification. 
Wavelet filters have good interpolation properties, because 
of their design and fractal nature. 

Firstly we presume that aj is original image. We 
downscale it using lowpass analysis filter, Fig. 2(a). Then 
we take aj+1 lowpass coefficients which represent approxi-
mation of an original image, but with two times smaller 
width and height. If analysis filter is normalized by factor 
√2, then final picture will be about two times brighter in 
comparison with original picture. Thus it has to be multi-
plied by factor 0.5. The second possible approach is to 
calculate mean of all pixels of the original and final pic-
ture, find their ratio and multiply final picture by this ratio. 
Afterwards lowpass aj+1 coefficients should be upscaled, 
presuming that all detail coefficients are the same sizes as 
approximation, but are equal to 0, Fig. 2(b). If all these 
coefficients are reconstructed into one higher level, we get 
again the same image, with the same width and height as 
the original image. Again, if reconstruction filter is nor-
malized by factor √2, we need to multiply it by factor 2. 

In Fig. 2 ↓2 is downsampling, ↑2 is upsampling, "X" 
is multiplication by corresponding factor, L is analysis 
lowpass filter and L' is synthesis lowpass filter. If it is 
needed, this algorithm can be used again, Fig. 2(b), where 
new original image is old interpolated image. With this 
step we get new interpolated image with two times larger 
width and height than the original image. 
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Rows Columns 

Original 
image 

aj+1 

 
(a) 

L' ↑2 ↑2 L' X2

Rows Columns 
aj+1 Interpolated 

image 

 
(b) 

Fig. 2. Wavelet based image interpolation: (a) downscaling,  
(b) upscaling 

In this paper we compare 5 different wavelet filters for 
downscaling and upscaling, which coefficients can be 
found in Tab. 1: 

• Coif22_14 - biorthogonal Coiflet wavelet filter 
[24] 

• MS10_10 - space-frequency balanced wavelet 
filter [25] 

• TVC10_18 - wavelet filter [26] 

• VBL6_10 - biorthogonal wavelet filter [27] 

• Brazil6_6 - biorthogonal 6-tap linear-phase 
wavelet filter for image compression [28]. 

 

Characteristics of these wavelet filters and comparison 
of their performances can be found in [29]. 

 
 

Coif22_14 MS10_10 TVC10_18 VBL6_10 Brazil6_6 
LP HP LP HP LP HP LP HP LP HP 

-0.000060 0.002492 0.011535 -0.000367 0.028853 -0.000954 -0.129078 -0.018914 -0.023447 -0.050152 
-0.000071 0.002946 0.016676 -0.000531 0.000082 -0.000003 0.047699 0.006989 -0.052757 -0.112844 
0.000975 -0.021601 -0.105948 0.087944 -0.157526 0.009452 0.788486 0.067237 0.783311 0.644415 
0.001207 -0.027772 0.070680 0.120014 0.076790 -0.002528 0.788486 0.133389 0.783311 -0.644415 
-0.006581 0.097203 0.714164 -0.675201 0.758908 -0.030834 0.047699 -0.615051 -0.052757 0.112844 
-0.009327 0.162006 0.714164 0.675201 0.758908 -0.013765 -0.129078 0.615051 -0.023447 0.050152 
0.036834 -0.648023 0.070680 -0.120014 0.076790 0.085661  -0.133389   
0.018097 0.648023 -0.105948 -0.087944 -0.157526 0.163369  -0.067237   
-0.142800 -0.162006 0.016676 0.000531 0.000082 -0.623360  -0.006989   
0.078814 -0.097203 0.011535 0.000367 0.028853 0.623360  0.018914   
0.730019 0.027772    -0.163369     
0.730019 0.021601    -0.085661     
0.078814 -0.002946    0.013765     
-0.142800 -0.002492    0.030834     
0.018097     0.002528     
0.036834     -0.009452     
-0.009327     0.000003     
-0.006581     0.000954     
0.001207          
0.000975          
-0.000071          
-0.000060          

Tab. 1. Wavelet filter coefficients for 5 wavelets used in this paper; LP – lowpass filter, HP – highpass filter 

 

3. Interpolation Methods and 
Image Quality Measures 
The test image used in evaluation of image interpola-

tion technique is of fixed resolution. After interpolation 

this resolution is changed. To evaluate picture quality, the 
interpolated image should be compared with the original 
image. In these circumstances original and interpolated 
images can not be compared because of different resolu-
tions. The problem is that we do not know what the correct 
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magnified image is. So we start with an original image, 
generate a lower resolution version and then use different 
methods to magnify it. Then we compare the magnified 
image with the original image. This is not perfect but it 
provides a reasonable reference against which to measure 
the reconstruction quality [30]. Some authors [31] propose 
using the same interpolation method for downscaling and 
upscaling and then compare original and interpolated pic-
ture. A little different approach [32] uses one specific 
interpolation method (Daubechies 1) for downscaling and 
then different methods for upscaling. Some authors pro-
pose image rotation instead of scaling [1], [33]. Afterwards 
original and interpolated pictures are compared using vari-
ous image quality measures. It will be shown that quality 
measures depend mostly on downsampling method. Most 
often, authors do not pay attention to this very important 
factor or even do not mention it. Of course upsampling can 
also improve or degrade results, but not nearly as much as 
downsampling. 

In our research the original image is downscaled by a 
factor of two to generate the low resolution version of the 
original image, Fig. 3. The low resolution image is magni-
fied using different methods by a factor 2. In all test pic-
tures downsampling and upsampling are made using 5 
wavelet interpolations already mentioned. To be able to 
compare them with standard interpolations, we also used 
bilinear [1] and B-spline [1] interpolation. All seven 
methods are used first for downsampling, and afterwards 
each of the computed low resolution images is upsampled 
with all interpolation methods. 

↓2 ↑2 

SNR, PSNR, PQS, SSIM 

Interpolated 
image 

Original 
image 

 
Fig. 3. Image interpolation test setup. 

To be able to compare original and interpolated image, we 
used 4 image quality measures for comparing seven 
mentioned interpolation methods: 

• SNR (Signal to Noise Ratio) [1] 

• PSNR (Peak Signal to Noise Ratio) [34] 

• PQS (Picture Quality Scale) [35] 

• SSIM (Structural Similarity Index) [36]. 

SNR is the ratio between the average power of a signal and 
the power of corrupting noise while PSNR is the ratio 
between the maximum possible power of a signal and the 
power of noise. SNR and PSNR are usually expressed in 
terms of the logarithmic decibel scale and they can be 
expressed as: 
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In expressions ai,j and bi,j are pixels from original and 
interpolated image. x and y describe height and width of an 
image. MSE stands for Mean Square Error. 

PQS is based on image features that affect image 
perception by the human eye [35]. PQS is constructed by 
regressions with Mean Opinion Score (MOS) that is 
measure of subjective picture quality with 5-level grading 
scale. PQS can take any value between 0 and 5 (grade 5 
means excellent quality and grade 0 means unacceptable 
quality). 

The Structural Similarity (SSIM) is a novel method 
for measuring the similarity between two images [36]. The 
SSIM can be viewed as a quality measure of one of the 
images being compared, while the other image is regarded 
as of perfect quality. It can give results between 0 and 1, 
where 1 means excellent quality and 0 means poor quality. 

4. Results 
We compared interpolation methods using 4 test 

images: Lena [37], Baboon [37], text and medical [38] 
image, Fig. 4. Results are shown in Tab. 2 and Tab. 3. 
Results show that there are many different factors that can 
improve or degrade final results. Exclamation mark (!) 
after some PQS measures means that some of the 
weighting factors are out of their design range, so PQS 
could give inaccurate values. Figures 5 - 8 show part of 
corresponding test images from Fig. 4. These parts have 
width and height 100 pixels and are computed as the 
absolute difference between interpolated and original 
image. Because these images are 256 grayscales where 0 
represents black and 255 white color, images on Figs. 5-8 
are computed as 255 minus absolute difference (AD). 
However, some of images have very small difference 
(Lena and medical) and other have bigger difference 
(Baboon and especially text), so final images are computed 
as 255 - (k ⋅ AD). k is ratio between 255 and maximal value 
in image of absolute differences (for Baboon k=2, Lena 
k=4, text k=1 and for medical k=21). In this way difference 
between original and interpolated image can be better seen. 
Parts of images that are white represent small or no 
difference and black areas represent bigger difference. 
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(a) (b)  
    

(c) (d)  
Fig. 4. Test images: (a) Lena, (b) Baboon, (c) text, (d) medical 

image. 

 

All results depend on type of an image. The best results are 
obtained for images which don't have many details, like 
Lena or medical image (PQS higher than 4 and SSIM 
higher than 0.9). With high-detailed images like Baboon 
and text (they have many edges) interpolation results are 
not so good (SSIM for Baboon is about 0.75 and for text 
image about 0.5). PQS for text image gives inaccurate 
results for all methods, which means that it is very hard to 
achieve good interpolated image with text in it. 

In comparison of image interpolation methods test 
images with different contents should be used to prove that 
some interpolation works well for different image types. 
Those results of comparison depend on image contents and 
quality metric. The results of different quality measures are 
not always correlated. 

It can be seen from Tab. 2 and 3 that final SNR, 
PSNR, PQS and SSIM values depend mostly on down-
scaling method, not upscaling. Of course, upscaling also 
can improve or degrade results, but not nearly as much as 
downscaling. 

In paper [32] Daubechies 1 (Haar) interpolation is 
used for downscaling by a factor of 2 (in this case it is 
same as bilinear). From Tab. 2 and 3 it can be seen that 
results for bilinear downscaling are sometimes better and 
sometimes worse than results with B-spline downscaling, 
but in all cases are worse than results with any of wavelet 
filters. This can be also seen on Figures 5 - 8. When com-
paring (a) and (b) which are downscaled using B-spline 
with (c) and (d) which are downscaled using TVC10_18 
wavelet filter, it is obvious that (c) and (d) have much 
smaller differences than (a) or (b), for all test images. 

If we use the same downscaling and upscaling 
method as proposed in [31], results vary much more than 
results which are obtained using the same downscaling 
method but different upscaling methods. Intention of 
evaluation is to compare different upscaling methods and it 
is unwanted that downscaling method shapes results. 

The best results for all upscaling methods are ob-
tained if wavelet interpolations proposed in this paper are 
used for downscaling. 

When we compare wavelet interpolations between them-
selves, from Tab. 2 and 3 it can be seen firstly that better 
results for all images are obtained using Coif22_14, 
MS10_10 and TVC10_18 filters, in comparison with 
VBL6_10 and Brazil6_6 filters that give somewhat worse 
results, for all test images.   

For Lena and medical image, the best results for all 
quality measures are achieved using TVC10_18 filter for 
downscaling and for upscaling, although Coif22_14 gives 
insignificantly worse results (also when it is used for both 
downscaling and upscaling).  

For Baboon image the best results for SNR and PSNR 
are again obtained if we use TVC10_18 wavelet filter. PQS 
(3.72) is the best if Coif22_14 is used for downscaling and 
MS10_10 for upscaling. But here again TVC10_18 and 
Coif 22_14 give insignificantly worse results when they 
are used in both directions (3.69 and 3.67 respectively). 
SSIM measure (0.79) is the best if TVC10_18 or VBL6_10 
are used for downscaling and Coif22_14 or MS10_10 for 
upscaling. Here also TVC10_18 and Coif22_14 give only 
slightly worse results for SSIM measure when they are 
used in both directions (0.78).  

If we look results for text image, which are generally 
much worse in comparison with results for other test 
images (e.g. PQS cannot be determined for any down-
scaling or upscaling method, meaning results are generally 
bad) 'best' results for SNR and PSNR measures are ob-
tained if MS10_10 filter is used for downscaling and up-
scaling. SSIM measure is the best (0.57) if TVC10_18, 
VBL6_10 or Brazil6_6 filters are used for downscaling and 
MS10_10 is used for upscaling. Here again TVC10_18 and 
Coif22_14 give slightly worse results for SNR and PSNR 
measure when used for downscaling and upscaling. Only 
SSIM is considerably worse (0.54). However, here we 
could also use bilinear interpolation (bilinear interpolation 
is the same as simple Haar wavelet filter [13]) for down-
scaling and some wavelet filter for upscaling, because text 
has sharp edges so shorter filter gives good results.  

From the above results it can generally be concluded 
that longer filters like TVC10_18 and Coif22_14 can be 
proposed for downscaling or upscaling interpolations, 
because they show good interpolation properties for simple 
and complex image contents. But, if we want only to mag-
nify some image, from the results it can be seen that B-
spline also gives satisfactorily good results in comparison 
with wavelet upscaling interpolations (if same downscaling 
method is used). Also, usually the best results are obtained 
if the same wavelet filter is used for downscaling and up-
scaling, which could be expected, because of the construc-
tion of the wavelet coefficients (QMF filters). It can also be 
seen that it is very hard to magnify text if it is not stored as 
text but as image, because of its sharp edges.   
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 Baboon Lena 
Upscaling Bilinear Bspline Coif 

22_14 
MS 

10_10 
TVC 

10_18 
VBL 
6_10 

Brazil 
6_6 

Bilinear Bspline Coif 
22_14 

MS 
10_10 

TVC 
10_18 

VBL 
6_10 

Brazil 
6_6 

 Downscaling: Bilinear Downscaling: Bilinear 
SNR(dB) 16.42 17.01  17.18 17.23 17.07 16.98 17.08 26.61 28.72 28.88 28.70 28.44 27.78 28.07 

PSNR(dB) 22.85 23.45 23.61 23.66 23.50  23.41 23.52 33.47 35.58 35.75 35.56 35.30 34.64 34.94 
PQS -1.62 ! 2.20 2.46 2.60 1.95  1.31 2.00 1.02 ! 3.62 3.72 3.81 3.11 2.16 3.10 
SSIM 0.67 0.74 0.75 0.76  0.74 0.73 0.74 0.92 0.94 0.94 0.94 0.94 0.93 0.93 

 Downscaling: B-spline Downscaling: B-spline 
SNR(dB) 16.59 16.57 16.63 16.62 16.72 16.83 16.83 27.34 28.79 28.78 28.39 28.72 28.29 28.30 

PSNR(dB) 23.02 23.01 23.06 23.06 23.16 23.26 23.27 34.20 35.66 35.64 35.25 35.58 35.15 35.16 
PQS 0.25 1.99  2.13 2.23 2.06 1.88 2.12 1.86 3.70 3.74 3.72 3.55 2.92 3.57 
SSIM 0.70 0.74 0.75 0.76 0.75 0.75 0.76 0.93 0.94 0.94 0.94 0.94 0.94 0.94 

 Downscaling: Coif22_14 Downscaling: Coif22_14 
SNR(dB) 16.84 17.47 17.55 17.41 17.51 17.37 17.34 27.54 29.61 29.59 29.01 29.43 28.73 28.68 

PSNR(dB) 23.28 23.91 23.99 23.85 23.94 23.81 23.77 34.40 36.47 36.48 35.87 36.28 35.60 35.54 
PQS 0.77 3.54 3.67 3.72 3.43 2.94 3.43 2.16 4.51 4.56 4.51 4.24 3.39 4.24 
SSIM 0.71 0.77 0.78 0.78 0.77 0.76 0.77 0.93 0.94 0.95 0.94 0.94 0.94 0.94 

 Downscaling: MS10_10 Downscaling: MS10_10 
SNR(dB) 16.71 17.37 17.49 17.43 17.41 17.28 17.30 27.26 29.41 29.48 29.04 29.20 28.49 28.57 

PSNR(dB) 23.15 23.80 23.92 23.86 23.85 23.72 23.74 34.12 36.27 36.34 35.90 36.06 35.35 35.43 
PQS 0.16 ! 3.25 3.43 3.51 3.08 2.53 3.09 1.84 4.34 4.43 4.45 3.98 3.06 3.97 
SSIM 0.70 0.76 0.77 0.78 0.76 0.75 0.76 0.92 0.94 0.94 0.94 0.94 0.94 0.94 

 Downscaling: TVC10_18 Downscaling: TVC10_18 
SNR(dB) 17.01 17.47 17.50 17.31 17.56 17.46 17.35 28.06 29.55 29.41 28.70 29.62 29.10 28.72 

PSNR(dB) 23.45 23.91 23.94 23.75 23.99 23.89 23.78 34.92 36.41 36.28 35.56 36.48 35.96 35.58 
PQS 1.74 3.50 3.56 3.57 3.69 3.45 3.70 2.92 4.23 4.20 4.12 4.58 4.03 4.55 
SSIM 0.72 0.78 0.79 0.79 0.78 0.77 0.78 0.93 0.94 0.94 0.94 0.95 0.94 0.94 

 Downscaling: VBL 6_10 Downscaling: VBL 6_10 
SNR(dB) 17.07 17.32 17.35 17.19 17.47 17.46 17.31 28.39 29.05 28.89 28.19 29.37 29.25 28.51 

PSNR(dB) 23.51 23.76 23.79 23.63 23.90 23.89 23.74 35.25 35.91 35.75 35.05 36.23 36.11 35.37 
PQS 2.18 3.08 3.12 3.13 3.38 3.47 3.41 3.53 3.53 3.50 3.37 3.99 4.45 3.98 
SSIM 0.73 0.78 0.79 0.79 0.78 0.78 0.78 0.94 0.94 0.94 0.94 0.94 0.94 0.94 

 Downscaling: Brazil Downscaling: Brazil 
SNR(dB) 16.72 17.09 17.19 17.18 17.19 17.18 17.21 27.44 29.22 29.25 28.84 29.12 28.59 28.58 

PSNR(dB) 23.16 23.52 23.63 23.62 23.63 23.62 23.64 34.31 36.08 36.12 35.70 35.98 35.45 35.44 
PQS 0.44 2.66 2.80 2.88 2.67 2.36 2.71 2.13 4.08 4.12 4.06 3.94 3.28 3.94 
SSIM 0.71 0.76 0.77 0.77 0.76 0.76 0.77 0.93 0.94 0.94 0.94 0.94 0.94 0.94 

Tab. 2. Interpolation results for Baboon and Lena images. 

       

(a) (b) (c) (d)  
Fig. 5. Part of Baboon image: (a) B-spline downscaling and B-spline upscaling, (b) B-spline downscaling and TVC10_18 upscaling, 

(c) TVC10_18 downscaling and B-spline upscaling, (d) TVC10_18 downscaling and TVC10_18 upscaling. 

       

(a) (b) (c) (d)  
Fig. 6.  Part of Lena image: (a) B-spline downscaling and B-spline upscaling, (b) B-spline downscaling and TVC10_18 upscaling, 

(c) TVC10_18 downscaling and B-spline upscaling, (d) TVC10_18 downscaling and TVC10_18 upscaling 
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 Text Medical 

Upscaling Bilinea
r 

Bspline Coif 
22_14 

MS 
10_10 

TVC 
10_18 

VBL 
6_10 

Brazil 
6_6 

Bilinea
r 

Bspline Coif 
22_14 

MS 
10_10 

TVC 
10_18 

VBL 
6_10 

Brazil 
6_6 

 Downscaling: Bilinear Downscaling: Bilinear 
SNR(dB) 10.88 11.02 11.12 11.25 11.10 11.16 11.25 37.76 39.66 39.79 39.58 39.43 38.79 39.09 

PSNR(dB) 11.45 11.59 11.68 11.81 11.67 11.73 11.82 44.62 46.52 46.65 46.44 46.29 45.65 45.95 
PQS -4.80 ! -2.95 ! -2.69 ! -2.47 ! -3.02 ! -3.33 ! -2.97 ! 2.91 4.46 4.49 4.58 4.15 3.37 4.12 
SSIM 0.45 0.50 0.53 0.55 0.51 0.52 0.54 0.98 0.98 0.98 0.98 0.98 0.98 0.98 

 Downscaling: B-spline Downscaling: B-spline 
SNR(dB) 10.84 10.75 10.82 10.93 10.87 11.00 11.07 38.49 39.71 39.68 39.30 39.67 39.28 39.29 

PSNR(dB) 11.41 11.31 11.38 11.50 11.43 11.57 11.63 45.35 46.57 46.54 46.16 46.53 46.14 46.15 
PQS -2.99 ! -1.59 ! -1.44 ! -1.34 ! -1.65 ! -1.91 ! -1.65 ! 3.47 4.64 4.65 4.62 4.50 3.86 4.52 
SSIM 0.48 0.52 0.54 0.56 0.53 0.54 0.56 0.98 0.98 0.98 0.98 0.98 0.98 0.98 

 Downscaling: Coif22_14 Downscaling: Coif22_14 
SNR(dB) 10.97 11.18 11.26 11.32 11.23 11.25 11.31 38.67 40.45 40.41 39.87 40.31 39.68 39.65 

PSNR(dB) 11.53 11.75 11.82 11.89 11.80 11.82 11.87 45.53 47.31 47.27 46.73 47.17 46.54 46.51 
PQS -4.25 ! -2.20 ! -2.02 ! -1.91 ! -2.36 ! -2.73 ! -2.37 ! 3.50 4.94 4.95 4.91 4.73 4.01 4.72 
SSIM 0.47 0.52 0.54 0.56 0.53 0.53 0.54 0.98 0.99 0.99 0.98 0.99 0.98 0.98 

 Downscaling: MS10_10 Downscaling: MS10_10 
SNR(dB) 10.95 11.15 11.24 11.33 11.21 11.24 11.31 38.39 40.26 40.31 39.90 40.11 39.45 39.55 

PSNR(dB) 11.51 11.72 11.81 11.90 11.78 11.80 11.87 45.25 47.12 47.17 46.76 46.97 46.31 46.41 
PQS -4.47 ! -2.44 ! -2.24 ! -2.11 ! -2.57 ! -2.95 ! -2.59 ! 3.34 4.83 4.85 4.90 4.55 3.81 4.55 
SSIM 0.46 0.52 0.54 0.55 0.52 0.52 0.54 0.98 0.99 0.99 0.98 0.99 0.98 0.98 

 Downscaling: TVC10_18 Downscaling: TVC10_18 
SNR(dB) 10.99 11.17 11.24 11.30 11.23 11.26 11.31 39.15 40.40 40.27 39.61 40.46 40.00 39.68 

PSNR(dB) 11.56 11.73 11.80 11.87 11.79 11.83 11.87 46.01 47.26 47.13 46.47 47.32 46.87 46.54 
PQS -3.74 ! -1.82 ! -1.64 ! -1.54 ! -1.98 ! -2.35 ! -2.00 ! 3.91 4.76 4.73 4.61 4.98 4.35 4.95 
SSIM 0.47 0.53 0.55 0.57 0.54 0.54 0.55 0.98 0.99 0.99 0.98 0.99 0.99 0.98 

 Downscaling: VBL 6_10 Downscaling: VBL 6_10 
SNR(dB) 11.01 11.09 11.16 11.25 11.18 11.25 11.30 39.50 39.88 39.75 39.08 40.19 40.18 39.45 

PSNR(dB) 11.57 11.66 11.73 11.81 11.74 11.81 11.86 46.36 46.74 46.61 45.94 47.05 47.04 46.31 
PQS -3.20 ! -1.54 ! -1.38 ! -1.22 ! -1.69 ! -1.98 ! -1.66 ! 4.51 4.04 4.00 3.80 4.43 4.93 4.40 
SSIM 0.48 0.53 0.55 0.57 0.54 0.55 0.56 0.98 0.99 0.99 0.98 0.99 0.99 0.98 

 Downscaling: Brazil Downscaling: Brazil 
SNR(dB) 10.96 11.01 11.09 11.20 11.10 11.19 11.26 38.61 40.09 40.11 39.71 40.04 39.58 39.56 

PSNR(dB) 11.53 11.57 11.65 11.77 11.67 11.76 11.83 45.47 46.95 46.97 46.57 46.90 46.44 46.42 
PQS -3.55 ! -2.00 ! -1.78 ! -1.61 ! -2.06 ! -2.30 ! -2.01 ! 3.60 4.77 4.78 4.70 4.68 4.09 4.68 
SSIM 0.48 0.52 0.54 0.57 0.53 0.54 0.56 0.98 0.99 0.99 0.98 0.98 0.98 0.98 

Tab. 3. Interpolation results for text and medical images. 

       

(a) (b) (c) (d)  
Fig. 7. Part of text image: (a) B-spline downscaling and B-spline upscaling, (b) B-spline downscaling and TVC10_18 upscaling, 

(c) TVC10_18 downscaling and B-spline upscaling, (d) TVC10_18 downscaling and TVC10_18 upscaling. 

       

(a) (b) (c) (d)  
Fig. 8. Part of medical image: (a) B-spline downscaling and B-spline upscaling, (b) B-spline downscaling and TVC10_18 upscaling, 

(c) TVC10_18 downscaling and B-spline upscaling, (d) TVC10_18 downscaling and TVC10_18 upscaling. 
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5. Conclusion 
In this paper we present simple and efficient method 

for image interpolation using inverse DWT. We also 
examined how different downscaling interpolation 
methods, quality metrics and image contents influence on 
picture quality after upscaling interpolation. Our results 
show that for fair comparison of image interpolation 
methods, picture quality assessment should be properly 
defined and performed. Otherwise, results of comparison 
can be incorrect. In this comparison few rules should be 
followed: downscaling method should be precisely defined, 
different quality measures and test images with different 
contents should be used to prove that some interpolation 
works well for different image types and quality metrics. 
Wavelet downscaling methods proposed in this paper give 
significantly better results for all measures, all images and 
all upscaling methods in comparison with traditional inter-
polation methods, like bilinear or B-spline. It means that 
wavelet based techniques can be considered as a good 
starting point for evaluation of interpolation methods. 
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